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## Linear Independence

- Let $v_{1}, \ldots, v_{p}$ be vectors in $\mathbf{R}^{n}$. Consider vector equation

$$
\begin{equation*}
x_{1} v_{1}+x_{2} v_{2}+\ldots+x_{p} v_{p}=0 \tag{1}
\end{equation*}
$$

If it has only the trivial solution, then the set $\left\{v_{1}, \ldots, v_{p}\right\}$ is said to be linearly independent; if it has one non-trivial solution, then the set of vectors are linear dependent.
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- Row operations on the associated augmented matrix:

$$
\left[\begin{array}{llll}
1 & 4 & 2 & 0 \\
2 & 5 & 1 & 0 \\
3 & 6 & 0 & 0
\end{array}\right] \rightarrow\left[\begin{array}{cccc}
1 & 4 & 2 & 0 \\
0 & -3 & -3 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$
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- Theorem 8 says nothing about the case in which the number of vectors in the set does not exceed the number of entries in each vector.
- Theorem 9: If a set $S=\left\{v_{1}, \ldots, v_{p}\right\}$ in $\mathbf{R}^{n}$ contains the zero vector, then the set is linearly dependent.
- Theorem 9: If a set $S=\left\{v_{1}, \ldots, v_{p}\right\}$ in $\mathbf{R}^{n}$ contains the zero vector, then the set is linearly dependent.
- Proof: By renumbering the vectors, we may suppose $v_{1}=0$.
- Theorem 9: If a set $S=\left\{v_{1}, \ldots, v_{p}\right\}$ in $\mathbf{R}^{n}$ contains the zero vector, then the set is linearly dependent.
- Proof: By renumbering the vectors, we may suppose $v_{1}=0$.
- Then the equation $1 v_{1}+0 v_{2}+\ldots+0 v_{p}=0$ shows that $S$ in linearly dependent.

