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## Matrix Transformations

- For each $x$ in $\mathbf{R}^{n}, T(x)$ is computed as $A x$, where $A$ is an $m \times n$ matrix.
- For simplicity, we denote such a matrix transformation by $x$ as $A x$.
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- (a). Compute $T(u)$ :

$$
T(u)=A u=\left[\begin{array}{cc}
1 & -3 \\
3 & 5 \\
-1 & 7
\end{array}\right]\left[\begin{array}{c}
2 \\
-1
\end{array}\right]=\left[\begin{array}{c}
5 \\
1 \\
-9
\end{array}\right]
$$

- (b) Solve $T(x)=c$ for $x$. That is, solve $A x=c$ :

$$
\left[\begin{array}{cc}
1 & -3 \\
3 & 5 \\
-1 & 7
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{c}
3 \\
2 \\
-5
\end{array}\right]
$$

- (b) Solve $T(x)=c$ for $x$. That is, solve $A x=c$ :

$$
\left[\begin{array}{cc}
1 & -3 \\
3 & 5 \\
-1 & 7
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{c}
3 \\
2 \\
-5
\end{array}\right]
$$

- Row reduce the augmented matrix:

$$
\left[\begin{array}{ccc}
1 & -3 & 3 \\
3 & 5 & 2 \\
-1 & 7 & -5
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & -3 & 3 \\
0 & 14 & -7 \\
0 & 4 & -2
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & -3 & 3 \\
0 & 1 & -5 \\
0 & 0 & 0
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & 0 & 1.5 \\
0 & 1 & -0.5 \\
0 & 0 & 0
\end{array}\right]
$$

- (b) Solve $T(x)=c$ for $x$. That is, solve $A x=c$ :

$$
\left[\begin{array}{cc}
1 & -3 \\
3 & 5 \\
-1 & 7
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{c}
3 \\
2 \\
-5
\end{array}\right]
$$

- Row reduce the augmented matrix:

$$
\left[\begin{array}{ccc}
1 & -3 & 3 \\
3 & 5 & 2 \\
-1 & 7 & -5
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & -3 & 3 \\
0 & 14 & -7 \\
0 & 4 & -2
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & -3 & 3 \\
0 & 1 & -5 \\
0 & 0 & 0
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & 0 & 1.5 \\
0 & 1 & -0.5 \\
0 & 0 & 0
\end{array}\right]
$$

- Hence $x_{1}=1.5, x_{2}=-0.5$ and $x=\left[\begin{array}{c}1.5 \\ -0.5\end{array}\right]$
- (b) Solve $T(x)=c$ for $x$. That is, solve $A x=c$ :

$$
\left[\begin{array}{cc}
1 & -3 \\
3 & 5 \\
-1 & 7
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{c}
3 \\
2 \\
-5
\end{array}\right]
$$

- Row reduce the augmented matrix:

$$
\left[\begin{array}{ccc}
1 & -3 & 3 \\
3 & 5 & 2 \\
-1 & 7 & -5
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & -3 & 3 \\
0 & 14 & -7 \\
0 & 4 & -2
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & -3 & 3 \\
0 & 1 & -5 \\
0 & 0 & 0
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & 0 & 1.5 \\
0 & 1 & -0.5 \\
0 & 0 & 0
\end{array}\right]
$$

- Hence $x_{1}=1.5, x_{2}=-0.5$ and $x=\left[\begin{array}{c}1.5 \\ -0.5\end{array}\right]$
- The image of this vector $x$ under $T$ is the given vector $c$.
- (c) Any $x$ whose image under $T$ is $c$ must satisfy the matrix equation in (b). But it is clear from (b) that the matrix equation has a unique solution. So there is exactly one $x$ whose image is $c$.
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- This is another way of asking if the equation $A x=c$ is consistent.
- (c) Any $x$ whose image under $T$ is $c$ must satisfy the matrix equation in (b). But it is clear from (b) that the matrix equation has a unique solution. So there is exactly one $x$ whose image is $c$.
- (d) The vector $c$ is in the range of $T$ if $c$ is the image of some $x$ in $\mathbf{R}^{2}$, that is, if $c=T(x)$ for some $x$.
- This is another way of asking if the equation $A x=c$ is consistent.
- To find the answer, row reduce the augmented matrix:

$$
\left[\begin{array}{ccc}
1 & -3 & 3 \\
3 & 5 & 2 \\
-1 & 7 & 5
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & -3 & 3 \\
0 & 14 & -7 \\
0 & 4 & 8
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & -3 & 3 \\
0 & 1 & 2 \\
0 & 14 & -7
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & -3 & 3 \\
0 & 1 & 2 \\
0 & 0 & -35
\end{array}\right]
$$

- (c) Any $x$ whose image under $T$ is $c$ must satisfy the matrix equation in (b). But it is clear from (b) that the matrix equation has a unique solution. So there is exactly one $x$ whose image is $c$.
- (d) The vector $c$ is in the range of $T$ if $c$ is the image of some $x$ in $\mathbf{R}^{2}$, that is, if $c=T(x)$ for some $x$.
- This is another way of asking if the equation $A x=c$ is consistent.
- To find the answer, row reduce the augmented matrix:

$$
\left[\begin{array}{ccc}
1 & -3 & 3 \\
3 & 5 & 2 \\
-1 & 7 & 5
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & -3 & 3 \\
0 & 14 & -7 \\
0 & 4 & 8
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & -3 & 3 \\
0 & 1 & 2 \\
0 & 14 & -7
\end{array}\right] \rightarrow\left[\begin{array}{ccc}
1 & -3 & 3 \\
0 & 1 & 2 \\
0 & 0 & -35
\end{array}\right]
$$

- So the system is inconsistent. That is, $c$ is not in the range of $T$.
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## Linear Transformations

- Definition: A transformation (or mapping) $T$ is linear if
(a) $T(u+v)=T(u)+T(v)$ for all $u, v$ in the domain of $T$
(b) $T(c u)=c T(u)$ for all scalars $c$ and all $u$ in the domain of $T$.
- Linear transformations preserve the operations of vector addition and scalar multiplication.
- These two properties lead to the following useful facts:
(c) If $T$ is a linear transformation, then $T(0)=0$.
(d) $T(c u+d v)=c T(u)+d T(v)$ for all vectors $u, v$ and scalars $c, d$.
- Note that property (d) implies property (c).
- Any transformation is linear if and only if it satisfies (d).
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## Example

- Ex: Given a scalar $r$, define $T: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ by $T(x)=r x$. Show that $T$ is a linear transformation.

Pf: We check if $T$ satisfies (d). Let $u, v$ be in $\mathbf{R}^{2}$ and $c, d \in \mathbf{R}$.

$$
\begin{aligned}
T(c u+d v) & =r(c u+d v) \\
& =r c u+r d v \\
& =c(r u)+d(r v) \\
& =c T(u)+d T(v)
\end{aligned}
$$

So $T$ is a linear transformation.

- $T$ is called a contraction when $0 \leq r \leq 1$ and a dilation when $r>1$.
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- Defn: A mapping $T: \mathbf{R}^{n} \rightarrow \mathbf{R}^{m}$ is one-to-one if each $b$ in $\mathbf{R}^{m}$ is the image of at most one $x$ in $\mathbf{R}^{n}$.
- Equivalently, $T$ is one-to-one, if for each $b$ in $\mathbf{R}^{m}, T(x)=b$ has at most one solution.
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$$

Does $T$ map $\mathbf{R}^{4}$ onto $\mathbf{R}^{3}$ ? Is $T$ a one-to-one mapping?

- As $A$ is in echelon form, $A$ has a pivot position in each row. So for each $b$ in $\mathbf{R}^{m}, A x=b$ is consistent. Therefore $T$ is onto.
- We also note that $A$ has a free variable $x_{3}$, for each $b$ in $\mathbf{R}^{m}, A x=b$ has infinite many solutions. So $T$ is not one-to-one.

