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Diagonalizable Matrices

@ We know that two matrices A and B are similar if A= PBP~! for
some invertible matrix P, and similar matrices have the same
eigenvalues.
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Diagonalizable Matrices

@ We know that two matrices A and B are similar if A= PBP~! for
some invertible matrix P, and similar matrices have the same
eigenvalues.

@ Apparently if the eigenvalues of A are A1, A2, ..., A,, then A and the

A 0 ... 0
. . 0 X .
diagonal matrix D = have the same eigenvalues.
0 ... 0 N\
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Diagonalizable Matrices

@ We know that two matrices A and B are similar if A= PBP~! for
some invertible matrix P, and similar matrices have the same
eigenvalues.

@ Apparently if the eigenvalues of A are A1, A2, ..., A,, then A and the

A 0 ... 0
. . 0 X .
diagonal matrix D = have the same eigenvalues.
0 ... 0 N\

@ Is A similar to D?

Gexin Yu gyu@um.edu Section 5.3 Diagonization



Diagonalizable Matrices

@ We know that two matrices A and B are similar if A= PBP~! for
some invertible matrix P, and similar matrices have the same
eigenvalues.

@ Apparently if the eigenvalues of A are A1, A2, ..., A,, then A and the

A 0 ... 0
. . 0 X .
diagonal matrix D = have the same eigenvalues.
0 ... 0 N\

@ Is A similar to D?

@ Sometimes!
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Diagonalizable Matrices

@ We know that two matrices A and B are similar if A= PBP~! for
some invertible matrix P, and similar matrices have the same
eigenvalues.

@ Apparently if the eigenvalues of A are A1, A2, ..., A,, then A and the

A 0 Lo 0
diagonal matrix D = 0 A ... 0 have the same eigenvalues.
0 ... 0 X\,

@ Is A similar to D?
@ Sometimes!

@ A square matrix A is said to be diagonalizable if A is similar to a

diagopal matrix, that is, if A= PDP~! for'nvertible matrix P
and _gome)diagonal matrix D. —
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702
Ex. Let A= [_4 1]_
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7 2
Ex. Let A= [_4 1]_

» Show that A= PDP~!, where P = [_1 ' } and D = {g g}
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7 2
Ex. Let A= [_4 1]_

1 1 5 0
~1
» Show that A = PDP~*, where P = [ 1 2} and D = [0 3}

» Find a formula for AX.
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702
Ex. Let A= [_4 1]_

1 1 5 0
-1

» Show that A = PDP~!, where P = [ 1 2} and D = {0 3}
» Find a formula for AX.

Sol. It is easy to verify that A= PDP~!.
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702
Ex. Let A= [_4 1]_

1 1 5 0
-1

» Show that A = PDP~!, where P = [ 1 2} and D = {0 3}
» Find a formula for AX.

Sol. It is easy to verify that A= PDP~!.
e We note that A2 = (PDP~')?2 = PDP~1PDP~! = PD?pP~!
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702
Ex. Let A= [_4 1]_

1 1 5 0
-1

» Show that A = PDP~!, where P = [ 1 2} and D = {0 3}
» Find a formula for AX.

Sol. It is easy to verify that A= PDP~!.
e We note that A2 = (PDP~')?2 = PDP~1PDP~! = PD?pP~!
o In general, we have Ax = pPDKp—1,
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702
Ex. Let A= [_4 1]_

1 1 5 0
~1
» Show that A = PDP~*, where P = [ 1 2} and D = [0 3}

» Find a formula for AX,
Sol. It is easy to verify that A= PDP~!.
e We note that A2 = (PDP~')?2 = PDP~1PDP~! = PD?pP~!
o In general, we have Ax = pPDKp—1,

5 0
OBUtDk:|:O 3k:|
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702
Ex. Let A= [_4 1]_

> Show that A= PDP~L, where P = [_11 _12} and D = [g g}
» Find a formula for AX,
Sol. It is easy to verify that A= PDP~!.
e We note that A2 = (PDP~')?2 = PDP~1PDP~! = PD?pP~!
o In general, we have Ax = pPDKp—1,

5 0
OBUtDk:|:O 3k:|

e So

a1 1 5 0][2 1] _ [ 2.-5k—3k sk_3k
T l=1 —2||0 3kK||-1 —1|  |2-3k—2.5k 2.3k_5k
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The Diagonalization Theorem

@ Theorem 5: An n x n matrix A is diagonalizable if and only if A has n
linearly independent eigenvect;

ARPP ey AP=pD
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The Diagonalization Theorem

@ Theorem 5: An n x n matrix A is diagonalizable if and only if A has n
linearly independent eigenvectors.

e In fact, A= PDP~1, with D a diagonal matrix, if and only if the
columns of P are n linearly independent eigenvectors of A. In this
case, the diagonal entries of D are eigenvalues of A that correspond,
respectively, to the eigenvectors in P. —_—

Gexin Yu gyu@wm.edu Section 5.3 Diagonization



The Diagonalization Theorem

@ Theorem 5: An n x n matrix A is diagonalizable if and only if A has n
linearly independent eigenvectors.

@ In fact, A= PDP~!, with D a diagonal matrix, if and only if the
columns of P are n linearly independent eigenvectors of A. In this
case, the diagonal entries of D are eigenvalues of A that correspond,
respectively, to the eigenvectors in P.

@ In other words, A is diagonalizable if and only if there are enough
eigenvectors to form a basis of R”. We call such a basis an
eigenvector basis of R”.
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Proof of the Diagonalization Theorem

PF. First, if P is any n x n matrix with columns vy,...,v,, and D is any
diagonal matrix with diagonal entries A1, A2, ..., Ap, then
AP =Alvi va ... vy =[Avi Ava ... Av,]
—_—
and \/l)\\*'* V04~ VD

~

= [A1vi Aava ... Apvy]
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Proof: if A is diagonalizable

@ So if A is diagonalizable and A = PDP~1. Then we have AP = PD.
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Proof: if A is diagonalizable

@ So if A is diagonalizable and A = PDP~1. Then we have AP = PD.

@ So we have

AP = [Avi Ava ... Avy] = [A1vi Xava ... Apv| = PD
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Proof: if A is diagonalizable

@ So if A is diagonalizable and A = PDP~1. Then we have AP = PD.

@ So we have
AP = [Avi Ava ... Avy] = [A1vi Xava ... Apv| = PD

o It follows that Av; = \;v; for each 1.
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Proof: if A is diagonalizable

@ So if A is diagonalizable and A = PDP~1. Then we have AP = PD.

@ So we have
AP = [Avi Ava ... Avy] = [A1vi Xava ... Apv| = PD

o It follows that Av; = \;v; for each 1.

@ Since P is invertible, the columns vy, v, ..., v, of P must be linearly
independent and non-zero.
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Proof: if A is diagonalizable

@ So if A is diagonalizable and A = PDP~1. Then we have AP = PD.

@ So we have
AP = [Avi Ava ... Avy] = [A1vi Xava ... Apv| = PD

o It follows that Av; = \;v; for each 1.

@ Since P is invertible, the columns vy, v, ..., v, of P must be linearly
independent and non-zero.

@ So ); are eigenvalues and v; are the corresponding eigenvectors.
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Proof: if A has n linearly independent eigenvectors

@ Now assume that A has n linearly independent eigenvectors
Vi, Vo,..., Vp.
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Proof: if A has n linearly independent eigenvectors

@ Now assume that A has n linearly independent eigenvectors
Vi, Vo,..., Vp.

@ Let P=[vi va ... vp] and D be the diagonal matrix with entries \;'s.
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Proof: if A has n linearly independent eigenvectors

@ Now assume that A has n linearly independent eigenvectors
Vi, Vo,..., Vp.

@ Let P=[vi va ... vp] and D be the diagonal matrix with entries \;'s.

@ Then we have AP = PD.
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Proof: if A has n linearly independent eigenvectors

@ Now assume that A has n linearly independent eigenvectors
Vi, Vo,..., Vp.
@ Let P=[vi va ... vp] and D be the diagonal matrix with entries \;'s.

@ Then we have AP = PD.

o Furthermore, as the columns of P are linearly independent, P is
invertible.
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Proof: if A has n linearly independent eigenvectors

@ Now assume that A has n linearly independent eigenvectors
Vi, Vo,..., Vp.

@ Let P=[vi va ... vp] and D be the diagonal matrix with entries \;'s.
@ Then we have AP = PD.

o Furthermore, as the columns of P are linearly independent, P is
invertible.

@ So AP = PD implies that A= PDP~!,
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Ex. Diagonalize the following matrix, if possible. (In other words, find an
invertible matrix P and a diagonal matrix D such that A= PDP~1)

1 3 3
-3 -5 -3

3 3 1

NENESNEN
F YN

Z 35y (N3O
BRENENEEN
- (\‘*\z@f/)‘\ - 7 [+3 £3 4 (S~ X) = (- XN) ( :-A\]




Ex. Diagonalize the following matrix, if possible. (In other words, find an
invertible matrix P and a diagonal matrix D such that A= PDP~1)

1 3 3
A=|-3 -5 -3
3 3 1

Sol. We first find the eigenvalues of A:

O=det(A—N)=-X -3\ 1+4=—-(\—1)(\+2)?
\_
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Ex. Diagonalize the following matrix, if possible. (In other words, find an
invertible matrix P and a diagonal matrix D such that A= PDP~1)

1 3 3
A=|-3 -5 -3
3 3 1

Sol. We first find the eigenvalues of A:

O=det(A—A)=-X -3\ +4=—-(A-1)(\+2)?

@ So the eigenvalues are A =1 and A = —2.
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@ Now we find the three linearly independent eigenvectors of A:
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@ Now we find the three linearly independent eigenvectors of A:
@ basisfor A\ =1: vy =[1 —11]".
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@ Now we find the three linearly independent eigenvectors of A:
@ basisfor A\ =1: vy =[1 —11]".
o basis for A\ = —2: vp=[-110]" and v3 =[-101]".

( A~ 1’\\: °

=X X
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Now we find the three linearly independent eigenvectors of A:
basis for A\=1: vy =[1 —11]".
basis for A= —2: v, =[-110]" and v =[-101]".

@ Then we construct P from the vectors in the above step:
1 -1 -1
P=[wwwwnl=|-1 1 0
1 0 1
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Now we find the three linearly independent eigenvectors of A:
basis for A\=1: vy =[1 —11]".
basis for A= —2: v, =[-110]" and v =[-101]".

@ Then we construct P from the vectors in the above step:
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Now we find the three linearly independent eigenvectors of A:
basis for A\=1: vy =[1 —11]".
basis for A= —2: v, =[-110]" and v =[-101]".

@ Then we construct P from the vectors in the above step:
1 -1 -1
P=[wwwwnl=|-1 1 0
1 0 1

we construct D from the corresponding eigenvalues:

N
0 0 -2

-7 8 0
0:(0 l,Ob]

b o
Note that it isa géod idea to check that AP = PD (not required).
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Ex. Diagonalize the following matrix, if possible:

2 4 3
4 -6 -3
3 3 1
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Ex. Diagonalize the following matrix, if possible:

2 4 3
4 -6 -3
3 3 1

Sol. THe characteristic equation of A is

O=det(A—A)=-X -3\ +4=—-A-1)(\+2)?
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Ex. Diagonalize the following matrix, if possible:

2 4 3
4 -6 -3
3 3 1

Sol. THe characteristic equation of A is
O=det(A—A)=-X -3\ +4=—-A-1)(\+2)?

@ So the eigenvalues are A =1 and A = —2.
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Ex. Diagonalize the following matrix, if possible:

2 4 3
4 -6 -3
3 3 1

Sol. THe characteristic equation of A is
O=det(A—A)=-X -3\ +4=—-A-1)(\+2)?

@ So the eigenvalues are A =1 and A = —2.

@ The eigenvectors correspond to 1 and —2 are:
basis for A\=1: vy =[1 —11]7
basis for A\ = —2: v, = [-110]".
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Ex. Diagonalize the following matrix, if possible:

2 4 3
4 -6 -3
3 3 1

Sol. THe characteristic equation of A is
O=det(A—A)=-X -3\ +4=—-A-1)(\+2)?

@ So the eigenvalues are A =1 and A = —2.

@ The eigenvectors correspond to 1 and —2 are:
basis for A\=1: vy =[1 —11]7
basis for A\ = —2: v, = [-110]".

@ As there are only two eigenvectors for the eigenvalues, there is no way
to use the eigenvectors to construct a basis for R3.

Gexin Yu gyu@um.edu Section 5.3 Diagonization



Ex. Diagonalize the following matrix, if possible:

[ )= k]

Sol. THe characteristic equation of A is

) (D)1=

O=det(A—A)=-X -3\ +4=—-A-1)(\+2)?

@ So the eigenvalues are A =1 and \ = —2. \ ~1 vl g
@ The eigenvectors correspond to 1 and —2 are: X k, \ -7
basis for A\=1: vy =[1 —11]7 \*\'\

basis for A\ = —2: v, = [-110]".
@ As there are only two eigenvectors for the eigenvalues, there is no way
to use the eigenvectors to construct a basis for R3.

@ So A is not diagonalizable.
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Matrices with n distinct eigenvalues

THM. An n x n matrix with n distinct eigenvalues is diagonalizable.
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Matrices with n distinct eigenvalues

THM. An n x n matrix with n distinct eigenvalues is diagonalizable.

PF. Let v1, v, ..., v, be eigenvectors corresponding to the n distinct
eigenvalues of a matrix A.
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Matrices with n distinct eigenvalues

THM. An n x n matrix with n distinct eigenvalues is diagonalizable.

PF. Let v1, v, ..., v, be eigenvectors corresponding to the n distinct
eigenvalues of a matrix A.

Then {v1, va,..., vy} is linearly independent, thus form a basis for R".
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Matrices with n distinct eigenvalues

THM. An n x n matrix with n distinct eigenvalues is diagonalizable.

PF. Let v1, v, ..., v, be eigenvectors corresponding to the n distinct
eigenvalues of a matrix A.

Then {v1, va,..., vy} is linearly independent, thus form a basis for R".

So A is diagonalizable.
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Matrices with n distinct eigenvalues

THM. An n x n matrix with n distinct eigenvalues is diagonalizable.

PF. Let v1, v, ..., v, be eigenvectors corresponding to the n distinct
eigenvalues of a matrix A.

Then {v1, va,..., vy} is linearly independent, thus form a basis for R".
So A is diagonalizable.

@ The above theorem provides a sufficient condition for a matrix to be
diagonalizable.
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Matrices with n distinct eigenvalues

THM. An n x n matrix with n distinct eigenvalues is diagonalizable.

PF. Let v1, v, ..., v, be eigenvectors corresponding to the n distinct
eigenvalues of a matrix A.

Then {v1, va,..., vy} is linearly independent, thus form a basis for R".
So A is diagonalizable.

@ The above theorem provides a sufficient condition for a matrix to be
diagonalizable.

@ However, it is not necessary for an n x n matrix to have n distinct
tis
eigenvalues in order to be diagonalizable.
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Ex. Determine if the following matrix is diagonalizable:

-8 1
A= 7
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Ex. Determine if the following matrix is diagonalizable:

5 -8 1
A=|0 0 7
0o 0 -2

Sol. As A is a triangular matrix, its eigenvalues are 5,0 and —2.
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Ex. Determine if the following matrix is diagonalizable:

5 -8 1
A=|0 0 7
0o 0 -2

Sol. As A is a triangular matrix, its eigenvalues are 5,0 and —2.

@ Since A has three distinct eigenvalues, it has at least three linearly
independent eigenvectors, and it forms a basis for R3.
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Ex. Determine if the following matrix is diagonalizable:

5 -8 1
A=|0 0 7
0o 0 -2

Sol. As A is a triangular matrix, its eigenvalues are 5,0 and —2.

@ Since A has three distinct eigenvalues, it has at least three linearly
independent eigenvectors, and it forms a basis for R3.

@ So A is diagonalizable.
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5 0 0 0

. . 0 5 0 O

Ex. Diagonalize A = 1 4 -3 o
-1 -2 0 -3

Section 5.3 Diagonization
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Ex. Diagonalize A =

1

-1

@ As A is a triangular matrix, the eigenvalues are 5 (with multiplicity 2)
and —3 (with multiplicity 2).
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5 0 0 0

. . 0 5 0 O

Ex. Diagonalize A = 1 4 -3 o
-1 -2 0 -3

@ As A is a triangular matrix, the eigenvalues are 5 (with multiplicity 2)
and —3 (with multiplicity 2).

@ The basis for the eigenvalues are
basis for A\=5: vy =[-8410]" and vo =[-16401]"
basis for A= —3: v3=[0010]" and v, =[000 1]".

| 8 ot § 000
é\’ (,'S)I‘ 0 o | —s oi‘ t\’) PRV
( (()) $ 0
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5 0 0 0

. . 0 5 0 O

Ex. Diagonalize A = 1 4 -3 o
-1 -2 0 -3

@ As A is a triangular matrix, the eigenvalues are 5 (with multiplicity 2)
and —3 (with multiplicity 2).

@ The basis for the eigenvalues are
basis for A\=5: vy =[-8410]" and vo =[-16401]"
basis for A\=—3: v3=[0010]" and v, =[0001]".

@ We can check that the set {v1, v2, v3, v4} is linearly smdependent.
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Example

5 0 0 0
. : 0 5 0 0
Ex. Diagonalize A = 1 4 -3 0
-1 -2 0 -3
@ As A is a triangular matrix, the eigenvalues are 5 (with multiplicity 2)
and —3 (with multiplicity 2). E\ A
@ The basis for the eigenvalues are 7 !

basis for A\=5: vy =[-8410]" and vo =[-16401]"
basis for A\=—3: v3=[0010]" and v, =[0001]".
@ We can check that the set {v1, v2, v3, v4} is linearly independent.
@ So the matrix P = [v; v» v3 vg] is invertible and A = PDP~1, where

-8 —-16 0 0 0 O
4 4 00 0 0

P= 1 0 10 D= 00 0
0 1 01 0 0 O
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Matrices whose eigenvalues are not distinct

THM. Let A be an n x n matrix whose eigenvalues are A1, Ao, ..., \p.
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Matrices whose eigenvalues are not distinct

THM. Let A be an n x n matrix whose eigenvalues are A1, Ao, ..., \p.

» For 1 < k < p, the dimension of the eigenspace for Ay is at most the
the multiplicity of the eigenvalue A. //

J#(/QQLM “«:‘ qu‘s ,
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Matrices whose eigenvalues are not distinct

THM. Let A be an n x n matrix whose eigenvalues are A1, Ao, ..., \p.

» For 1 < k < p, the dimension of the eigenspace for Ay is at most the
the multiplicity of the eigenvalue Ag.

» The matrix A is diagonalizable if and only if the sum of the dimensions

of the eigenspaces equals n. /
g—’_\/

B adkns o Mg bases
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Matrices whose eigenvalues are not distinct

THM. Let A be an n x n matrix whose eigenvalues are A1, Ao, ..., \p.

» For 1 < k < p, the dimension of the eigenspace for Ay is at most the
the multiplicity of the eigenvalue Ag.

» The matrix A is diagonalizable if and only if the sum of the dimensions
of the eigenspaces equals n.

> the sum of the dimensions of the eigenspaces equals n if and only if (i)
the characteristic polynomial factors completely into linear factors and
(ii) the dimension of the eigenspace for each A\ equals the multiplicity
of )\k-
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Matrices whose eigenvalues are not distinct

THM. Let A be an n x n matrix whose eigenvalues are A1, Ao, ..., \p.

» For 1 < k < p, the dimension of the eigenspace for Ay is at most the
the multiplicity of the eigenvalue Ag.

» The matrix A is diagonalizable if and only if the sum of the dimensions
of the eigenspaces equals n.

> the sum of the dimensions of the eigenspaces equals n if and only if (i)
the characteristic polynomial factors completely into linear factors and
(ii) the dimension of the eigenspace for each A\ equals the multiplicity
of )\k-

» If Ais diagonalizable and By is a basis for the eigenspace corresponding
to Ay for each k, then-thetatal collection of vectors in the sets
Bi, By, ..., B, forms an eigenvector basis for R".
1,B2,..., B, forms an eigenv r is for \i‘(\S/\'

Gexin Yu gyu@um.edu Section 5.3 Diagonization



